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Abstract—A software system for topic extraction and automatic document classification is presented. Given a set of documents, the system automatically extracts the mentioned topics and assists the user to select their optimal number. The user-validated topics are exploited to build a model for multi-label document classification. While topic extraction is performed by using an optimized implementation of the Latent Dirichlet Allocation model, multi-label document classification is performed by using a specialized version of the Multi-Net Naive Bayes model. The performance of the system is investigated by using 10,056 documents retrieved from the WEB through a set of queries formed by exploiting the Italian Google Directory. This dataset is used for topic extraction while an independent dataset, consisting of 1,012 elements labeled by humans, is used to evaluate the performance of the Multi-Net Naive Bayes model. The results are satisfactory, with precision being consistently better than recall for the labels associated with the four most frequent topics.
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I. INTRODUCTION

The continuously increasing amount of text available on the WEB, news wires, forums and chat lines, business company intranets, personal computers, e-mails and elsewhere is overwhelming [1]. Information, is switching from useful to troublesome. Indeed, it is becoming more and more evident that while the amount of data is rapidly increasing, our capability to process information remains constant. This trend strongly limits the extraction of valuable knowledge from text and thus drastically reduces the competitive advantage we can gain. Search engines have exacerbated such a problem by dramatically increasing the amount of text available in a matter of a few key strokes. In this paper the authors describe a software prototype for topic extraction and multi-label document classification. The prototype implements a conceptual model which processes a corpus of textual data to discover which topics are mentioned, and exploits them to learn a supervised multi-label classification model.

The rest of the paper is organized as follows; Section 2 introduces text mining, topic extraction and text categorization. Section 3 describes the main components of the software prototype along with their functionalities. Section 4 is devoted to numerical experiments. Finally, Section 5 presents conclusions and discusses further developments.

II. TEXT MINING

Text Mining (TM) [1], [2] is an emerging research area which aims to solve the problem of information overload. Typical tasks of TM are: text categorization, document clustering and organization, and information extraction.

Probabilistic Topic Extraction (PTE) analyzes the content of documents to discover the topics mentioned in a document collection. A variety of models has been proposed, in the specialized literature [3], [4], [5], which share the same rationale, i.e. a document is a mixture of topics. To describe how the PTE model works, let $P(z)$ be the probability distribution over topics $z$, $P(w|z)$ be the probability distribution over words $w$ given topic $z$. The topic-word distribution $P(w|z)$ specifies the weight to thematically related words. A document is assumed to be formed as follows: the $i^{th}$ word $w_i$ is generated by first extracting a sample from the topic distribution $P(z)$, then by choosing a word from $P(w|z)$. We let $P(z_i = j)$ be the probability that the $j^{th}$ topic was sampled for the $i^{th}$ word token while $P(w_i|z_i = j)$ is the probability of word $w_i$ under topic $j$. Therefore, PTE induces the following distribution over words within a document: $P(w_i) = \sum_{j=1}^{T} P(w_i|z_i = j) P(z_i = j)$ where $T$ is the number of topics. Hofmann [4] proposed the probabilistic Latent Semantic Indexing (pLSI) method which makes no assumptions about how the mixture weights, i.e. $P(z_i = j)$, are generated. Blei et al. [5] improved the generalizability of pLSI to new documents by introducing a Dirichlet prior, with hyperparameter $\alpha$, on $P(z_i = j)$, thus originating the Latent Dirichlet Allocation (LDA) model. Griffiths and Steyvers [6] extended the LDA model with a Dirichlet prior, with hyperparameter $\beta$, also to $P(w_i|z_i = j)$ to smooth the word distribution in every topic.

Document classification, the task of classifying natural language documents into a predefined set of semantic categories, has become one of the key methods for organizing online information. It is commonly referred to as text categorization and represents a building block of several applications such as: web pages categorization, newswire filtering and automatic routing of incoming messages at call centers, ...
Text categorization is distinguished into binary, multi-class and multi-label settings. In the binary setting there are exactly two classes, i.e. relevant and non relevant, spam and non spam or sport and non sport. Some classification tasks require more than two classes, i.e. an e-mail routing agent at a call center needs to forward an incoming message to the right operator, depending on the specific nature of the message contents. Such cases belong to the multi-class setting where documents can be labeled with exactly one out of \( K \) classes. Finally, in the multi-label setting there is not a one-to-one correspondence between class and document. In such a setting, each document can belong to many, exactly one or no category at all. Several works have extensively studied the Naive Bayes model for text categorization [7], [8]. However, these pure Naive Bayes classifier models consider a document as a binary feature vector, and so they cannot utilize the term frequencies in a document, resulting in poor performances. The multinomial Naive Bayes text classifier has been shown to be an effective alternative to the basic Naive Bayes model by a number of researchers [9], [10], [11]. Recently Kim et al. [12] revisited the naive Bayes framework and proposed a Poisson Naive Bayes model for text classification with a statistical feature weighting method.

III. THE SOFTWARE SYSTEM

The software system described in this paper consists of three main components; namely Text Pre-processor, Topic Extractor and Multi-label Classifier. These components, have been integrated to deploy a software system working on Windows XP and Vista operating systems.

Text Pre-processor. This software component implements functionalities devoted to document pre-processing and document corpus representation. It offers stopwords removal, different word stemming options and several filters to exclude those words which are judged to be too frequent/rare within a document and/or across the document corpus. This software component exploits a general purpose Italian vocabulary to obtain the word-document matrix following the bag-of-words model. Furthermore, the following document representations are allowed: binary, term frequency and term frequency inverse document frequency. The following document formats are valid inputs for the software system: pdf, word and txt.

Topic Extractor. This software component offers topic extraction and topic selection functionalities. The topic extraction functionality is implemented through a customized version of the LDA model [6]. LDA learning is obtained by using the Gibbs sampling algorithm which has been implemented in the C++ programming language. The topic selection functionality assists the user in choosing the optimal number of topics to be retained. Topic selection is implemented through a hierarchical clustering procedure based on the symmetrized Kullback Liebler distance between topic distributions. Each retained topic \( z = j \) is summarized through the estimate of its prior probability \( P(z = j) \), a sorted list of its most frequent words \( w \), together with the estimate of their conditional probabilities of occurrence given the topic, i.e. the value of the conditional probability \( P(w|z = j) \).

Multi-label Classifier. Implements a supervised multi-label classification model. This model exploits the output from the Topic Extractor software component. It uses a customized version of the Multi-Net Poisson Naive Bayes (MNPNB) model [12]. The MNPNB model allows to select the following bag-of-words representations: binary, term frequency and term frequency inverse document frequency. Each new document, represented according to the bag-of-words model, is automatically labeled depending on the user specified value for the posterior threshold. This software component has been implemented in C# and is available through a dedicated GUI (Figure 1) as well as a WEB service.

IV. THE ITALIAN GOOGLE DIRECTORY

The performance of the software system is investigated using a document corpus collected by exploiting the structure of topics offered by the Italian Google Directory (gDir)\(^1\). This topic structure relies on the Open Directory Project (DMOZ) which manages the largest human-edited directory available on the web. The topics associated with the first level of gDir are the following: ACQUISTI, AFFARI, ARTE, CASA, COMPUTER, CONSULTAZIONE, GIOCHI, NOTIZIE, REGIONALE, SALUTE, SCIENZA, SOCIETA, SPORT, TEMPO LIBERO. Each first level topic is associated with a second and third level sub-topic structure summarized in a list of words.

\(^1\)http://www.google.com/Top/World/Italiano/.
A. Document Corpus

The document corpus has been collected by submitting a set of 273 queries to the Google search engine. Each query contains a pair of words, randomly selected from the union of the lists of words associated to second and third level sub-topic structures. The Google search engine PDF filter has been used to ensure that only pdf format files are retrieved. The random query process retrieved 14,037 documents, each associated with one or more gDir first level topics.

B. Text Pre-processing

The document corpus has been submitted to the Text Pre-processor software component. Therefore, PDF files have been transformed to plain text, submitted to stopwords removal and to word stemming. Furthermore, size-based file selection has been applied to include only those PDF files with the size between 2 and 400 KB. The obtained document corpus consists of 10,056 documents \((D = 10,056)\) while the global vocabulary consists of 48,750 word tokens \((W = 48,750)\). The document corpus is represented by means of a word-document matrix \(WD\) consisting of \(W \times D\) (term frequency) elements. The \(WD\) matrix is inputed to the Topic Extractor component.

C. Topic Extraction

The Topic Extractor has been invoked with the following learning parameters; 12 topics \((T = 12)\), alpha prior equal to 1.67 \((\alpha = 1.67)\), which implements the \(\alpha = \frac{2}{W}\) rule cited in [5], beta prior equal to 0.01 \((\beta = 0.04)\), which implements the \(\beta = \frac{200}{WD}\) rule cited in [5]. The Gibbs sampling procedure has been run 100 times (500 sampling iterations) with different initial conditions and different initialization seeds. The 12 topics extracted from the Topic Extractor software component have been summarized through their corresponding 100 most frequent words. Among the extracted topics, the four most interesting ones have been manually labeled as follows:

- **Salute** (medicine and health),
- **Computer** (information and comm. technologies),
- **Tempo Libero** (travels and vacations),
- **Amministrazione** (bureaucracy, public services).

The structure of the four topics, is described in Table I and Table II. Each topic is associated with an estimate of its prior probability (top of Tables). Furthermore, each topic is summarized in a words list, whose 15 most frequent words are reported in Table I and Table II. It is worthwhile to mention that for each pair of words \(w_i\) and topics \(j\), an estimate of the conditional probability of the word \(w_i\) given the topic \(j\), i.e. \(P(w_i|j)\), is provided.

D. Multi-Label Classification

The performance of the software system has been estimated by submitting a new document corpus to the Multi-label Classifier. This document corpus has been collected by using the same random querying procedure described in subsection IV-A. Its documents have been manually labeled, according to the 12 first level gDir topics, independently by three humans. The labeled document corpus consists of 1,012 documents. In detail, 478 documents are singly labeled, 457 are doubly labeled, while only 77 are associated with three labels. The Multi-label Classifier, queried by using the binary document representation and by setting a posterior threshold equal to 0.5, achieves an accuracy equal to 73\%, which can be considered satisfactory. The estimates of precision and recall for the four selected topics: namely Computer, Salute, Affari and Tempo Libero, are reported in Table III. The best result is achieved for the topic Amministrazione, where the precision equals 92\%, i.e. if the Multi-label Classifier labels a document with the label Amministrazione, then the labeling is wrong with respect to the manual labeling with probability 0.08. Furthermore, the recall equals 70\% which means that the documents manually labeled with Amministrazione are correctly labeled by the Multi-label Classifier with probability 0.79. The topic Computer achieves a precision value equal to 85\% which is slightly lower than that achieved
for *AMMINISTRAZIONE*. However, the achieved recall value drops from 79% of *AMMINISTRAZIONE* to 59%. The topic *TEMPO LIBERO* achieves a precision value equal to 78%, i.e., slightly lower than those achieved for *COMPUTER*, while the achieved recall value is equal to 44%. Thus, the achieved recall value is significantly lower than that achieved for *COMPUTER*. Finally, the topic *SALUTE* achieves performances comparable to those of *TEMPO LIBERO*. Indeed, the precision equals 76%, while the recall equals 41%. Around 57% of documents manually labelled with *TEMPO LIBERO* and/or *SALUTE*, are not identified as such by the **Multi-label Classifier**. It is worthwhile to notice that for each label the achieved recall value is consistently lower than the precision value. A possible explanation for this behavior is as follows; the manual labeling procedure is both complex and ambiguous; it could label documents by using a broader meaning for each topic. Therefore, it is expected somewhat that automatic document classification could not achieve excellent performance with respect to both precision and recall. It is expected that the ‘purer’ a topic is, the better the performance achieved for the automatic documents classification task will be. However, it is important to keep in mind the difficulty of the considered labeling task, together with the fact that human labeling of documents can result in ambiguous and contradictory label assignment.

| V. CONCLUSIONS AND FUTURE WORK |

In this paper a software system for topic extraction and document classification has been described. The software system assists the user in correctly discovering which main topics are mentioned in a document collection. The discovered topic structure, after being user-validated, is used to implement an automatic document classifier. This model suggests labels to be used for each new document submitted by the user. It is important to mention that each document is not restricted to receive a single label but can be labeled with more topics. Furthermore, each topic for a given document is associated with a probability value that informs the user about the fitting of the topic to the considered document. This feature offers an important opportunity to the user who can sort his/her document collection in descending order of probability for each topic.

However, it must be clearly stated that many improvements can be achieved by taking into account specific user requirements. This aspect is under investigation, and particular attention is being devoted to non-parametric models for the discovery of hierarchical topic structures. Finally, the interplay between topic taxonomies and topic extraction algorithms offers an interesting research direction to explore.
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